Defense Frameworks Against Adversarial Attacks For Deep Learning Models

Deep Neural Networks (DNNs) models have been used successfully in various tasks. However, they are particularly susceptible to adversarial attacks, that some tiny changes in the input’s value will cause incorrect predictions and raise security risk to real-world deep learning applications, e.g., autonomous driving and surveillance systems. One direction in adversarial defense approaches is to reduce the adversarial noise from the model input. In this talk, Zhixun will present his two solutions for adversarial noise reduction and defense framework against adversarial attacks. He will also present empirical results which show that his methods outperform the state-of-the-art results in terms of the deep learning models’ prediction accuracy under adversarial attacks and their consistency across wide range of adversarial noise levels.
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